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ABSTRACT 

We explore the asymmetric effects of institutional differences on bilateral FDI flows conditional on countries’ 
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results using bilateral FDI data from 134 countries during 1990-2009 suggest that institutional differences 
create entry barriers for foreign investors only in North–South and South–North directions, and more so for 
the former.   Furthermore, Southern investors appear to have a comparative advantage in institutionally 
different developing countries. Finally, we find no evidence that investor experiences in other institutionally 
different countries or existing trade linkages negate the negative effect of institutional distance.  
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1. INTRODUCTION 

Foreign direct investment (FDI) flows to and from developing countries (i.e. the South) increased 

significantly reaching $886 and $553 billion in 2013, corresponding to 61% and 39% of global inflows and 

outflows, respectively.1 There were six developing countries among the top 20 investors in the world in 2013, 

and China ranked number two in global FDI inflows and outflows, right after the U.S. (UNCTAD, 2014a). In 

the case of Merger and Acquisitions, 53% of global flows came from developing countries, and of this 72% 

went to other developing countries in 2013 (UNCTAD, 2014b: 8). Furthermore, South – South FDI flows 

reached around 63-65% of all outflows from developing countries in 2010 (UNCTAD, 2011; WB, 2011). 

The empirical research on FDI identifies various economic variables as its determinants including 

income level, distance, institutional development, natural resource base, and market size, among others. 

Particularly, institutional differences and development levels (including legal codes, transparency, political 

stability, financial system, corruption, law and order, etc.) are found to work as significant entry barriers for 

foreign investors (Shleifer and Vishny, 1993; Wei, 2000; Alfaro et al., 2008; Javorcik and Wei, 2009; 

Papaioannou, 2009; Kinda 2010; Holmes et al., 2013). As a result, there has been a significant push in many 

countries to improve and synchronize their institutional environments with those of developed countries in 

order to enhance their global competitiveness. For example, every year between 2000 and 2013, an average of 

56 countries adopted a total of 1,147 institutional policy changes to promote and facilitate a more favorable 

environment for foreign investors (UNCTAD, 2014a). Nevertheless, within this literature, the effect of 

country heterogeneity based on development levels is an issue that remains relatively unexplored. In 

particular, whether institutional barriers have the same deterrence for foreign investors from developed vs. 

developing countries is a question that needs to be explored further. This subject has received considerable 

attention recently in the press and from policy makers with regard to increasing Chinese investments in 

developing countries, especially in Latin America and Africa (Strange et al., 2013). In particular, the increasing 

importance of developing countries as a source of foreign investment in other developing countries, and the 

lower levels of conditionality involved therein are argued to weaken developed countries’ bargaining position 

for institutional and political change in developing countries. China, for example, is often criticized for 



 3 

ignoring human rights concerns or corruption in host countries and thus allegedly undermining Western 

efforts to foster good governance and better institutional development in the South (Lyman, 2005; 

Economist, 2006; Mbaye, 2011; Warmerdam, 2012).  

In light of these debates, the primary aim of this paper is three folds: First, we study whether 

institutional differences across countries affect bilateral FDI flows. Second, we explore whether the effect, if 

any, depends on the level of institutional and economic development of host and home countries. That is 

whether institutional distance works more in one direction, such as moving from a high to a low institutional 

environment, or moving between any of four directions, South – South, North – South, South – North and 

North – North. We also investigate whether Southern investors have any comparative advantage operating in 

other Southern countries with poor institutional development. Third, we test the learning by doing effect by 

taking into account the experience levels of foreign investors through bilateral trade or direct investment 

channels. The empirical analysis is based on a theoretically consistent Gravity model using a comprehensive 

dataset of bilateral FDI flows with 37,910 country-year observations from 134 countries during 1990-2009.  

Our empirical findings suggest that bilateral institutional differences do indeed work as an entry barrier for 

foreign investors. However, this effect is detected to be present only in North – South and South – North 

directions, and more so for the former than the latter.   Moreover, developing country investors are found to 

have a comparative advantage in operating in institutionally different and less developed countries. Last but 

not least, we do not find any evidence that past experiences in different institutional environments or existing 

bilateral trade linkages help reduce the negative effect of institutional distance.  

The rest of the paper is organized as follows: Section two provides a brief literature review on FDI 

and institutional development. The third section introduces the methodology and data. The fourth section 

presents the empirical results followed by extensions and robustness tests. The final section concludes.  

2. LITERATURE REVIEW 

The Google scholar search finds 7,200 papers on the issue of determinants of FDI, and EconLit lists 157 

journal articles including the keywords of “determinants of FDI” in its abstract or title published since 1990.2 

Previous work on the topic points out several variables that affects FDI flows including incomes, exchange 
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rates, market size, labor costs, distance, cultural differences, trade openness and trade linkages, etc. Among 

these, the work on the effects of institutional differences has grown substantially in recent years, finding that 

they create significant entry costs for foreign investors (Shleifer and Vishny, 1993; Wei, 2000; Bera and 

Gupta, 2009; Kinda, 2010; Holmes et al., 2013). This finding is also used to explain the Lucas Paradox, the 

fact that capital does not flow from rich to poor countries (Alfaro et al., 2008).   

What is missing in this literature, however, is an in-depth analysis of the FDI flows within and 

between developing and developed countries. Particularly, the causes and effects of South – South FDI flows 

compared to flows in other directions have received only limited attention. This is surprising given the rising 

importance of developing countries both as a destination and source of FDI flows since mid-1990s. We argue 

that there are several theoretically plausible reasons as to why developed and developing country investors 

may react differently to home and host country institutional differences. First, developing country investors 

may have a comparative advantage in dealing with challenging institutional and political environments thanks 

to their first-hand experience from their home countries. Second, institutional familiarity may help reduce 

some of the transaction costs and perceived risk premium resulting from investing in a foreign country with 

different legal, political and economic environments (Darby et al., 2009).3 Third, economic exchanges among 

developing countries have increased substantially in recent decades. Between 1990 and 2014, for example, 

75% of all preferential trade agreements in the world between were between developing country pairs (WTO, 

2015). Furthermore, the growth rate of South – South trade during 1990-2013 was significantly higher than 

others, reaching 13%, as opposed to 9%, 8%, and 5% in South – North, North – South, and North – North 

directions, respectively.4 Therefore, it is possible that the faster expansion of South – South trade and trade 

might have affected FDI flows as well, either through experience effects or lower entry barriers for Southern 

investors, making institutional differences less relevant. 

The prospect of Southern investors facing lower entry barriers in other Southern markets has 

significant economic implications for both home and host countries. First, if Southern investors enjoy a 

comparative advantage in operating in institutionally poorer environments, this may help them overcome 

their disadvantaged position in other areas such as technology, operational and management capabilities, 
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experience (and being late comer), internal and external financing sources (including international debt and 

equity markets), marketing and advertisement, and size. Second, the increasing importance of South – South 

flows may have long term developmental effects, if, as argued by some, developing country Multinational 

Corporations (MNCs) are “in possession of more appropriate technologies - with a greater potential for 

technology transfer - and better able to address the needs of local consumers (UNCTAD, 2011: 42; Amighini 

and Sanfilippo, 2014). Third, lower South – South entry barriers may help developing countries overcome 

some of the development traps caused by their poor institutional development through facilitating higher 

levels of FDI inflows.  On the down side, however, increasing Southern investment flows may also diminish 

incentives for host governments to improve their institutional infrastructures since developed countries will 

no longer have the same leverage in persuading their counterparts for political reform.  

Among the few empirical studies on the topic, Cuervo-Cazurra and Genc (2008), Darby et al. (2009), 

and Azemar et al. (2012) find some evidence that decreasing regulatory quality, increasing corruption, and 

weak public governance increase the prevalence of developing country multinationals in developing countries 

at the expense of developed country ones. Aleksynska and Havrylchyk (2013) confirm these findings using a 

gravity model and a wider sample of countries including 82 host and 163 source countries for the period of 

1996-2007. These studies, however, have some serious shortcomings. Cuervo-Cazurra and Genc (2008) use 

cross sectional data for 1999 and 2001 with a maximum of 44 observations, and their main dependent 

variable is the number of largest foreign affiliates in the Least Developed Countries. Similarly, Darby et al. 

(2009) use cross-section data and for 2007 and their main dependent variable is the number of foreign 

companies in 100 countries (with less than 5% of all observations being from developing countries, and that 

four developed countries account for 56% of all observations). Following the same line of cross section 

count-data analysis framework and focusing on North – South and South – South flows alone, Azemar et al. 

(2012) use the number of foreign companies in 104 developing countries in 2007 as their main dependent 

variable. Overall, the static cross section nature of these studies make it impossible to systematically test either 

the dynamic comparative advantage theory or any learning by doing effect from investing in institutionally 

different or less developed countries. The effects of any institutional changes, at home or abroad, through 
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time cannot be explored either. There also exists the problem of using count data as a measure of bilateral 

FDI flows. This type of empirical modeling of FDI treats each count of foreign investment in a host country 

the same, independent of its size or relative importance. For example, a foreign firm investing $1,000 and $1 

billion in two different host countries is assumed to have the same cause-effect relationship as both are 

counted as one unit. In this literature, the closest work to ours is that of Aleksynska and Havrylchyk (2013), 

which uses panel data, though for a shorter time period and smaller number of country pairs. However, they 

also do not address the issues of experience or learning effects, trade spillovers or tax heavens. Furthermore, 

their sample includes only positive FDI flows, leaving out FDI reversals.5  

Overall, several unresolved questions remain from these studies, which, we argue, necessitate further 

studying. First, the question on whether institutional differences have heterogeneous effects on FDI flows 

depending on the direction of flows and the level of institutional development at home and host countries is 

not fully explored. For example, the possibility that institutional differences may work more in one direction, 

such as moving from a high to a low institutional environment is not explored at all in any of these studies. 

Second, none of the previous studies investigate whether there is any learning-by-doing or experience effect 

from trade or financial linkages for foreign investors. As a result, we still do not know whether foreign 

investor learn from their past exposure in other institutionally different countries, which can make them less 

sensitive to such differences overtime. Third, the importance of tax heavens remains unaccounted for.  

The current study also differs from the previous work because of its longer time series and larger 

country representation. Unlike previous studies that depend on very restricted samples, limited time periods, 

and biased FDI measures (i.e. using count data or only positive flows), we utilize panel data on FDI inflows 

in all four directions, North – North, North – South, South – North and South – South, for a very large 

sample of Northern and Southern countries accounting for 78% of global FDI flows during 1990 - 2009. Our 

dataset also allows us to observe positive and negative inflows, making it possible to explore the effects of 

changes in institutional differences not only on positive FDI inflows but also on their reversals.6 Last but not 

least, having a much more disaggregated and larger sample limits the possibility of multicollinearity and 

aggregation bias (Wooldridge, 2010). 
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3. EMPIRICAL METHODOLOGY 

In the empirical analysis we adopt the following gravity model based on Rose and van Wincoop (2001), 

Anderson and van Wincoop (2003), Rose (2004) and Baier and Bergstrand (2007). While it was developed for 

trade research, the Gravity modeling of FDI and financial flows has also become common in empirical 

research (Eaton and Tamura, 1994; Portes et al., 2001; Wei, 2000; Bergstrand and Egger, 2007; Kleinert and 

Toubal, 2010; Aleksynska and Havrylchyk, 2013).7 Equation (1) helps us explore our first question of interest 

that is whether institutional differences affect FDI flows differentially, depending on the level of host and 

home country institutional development.  

FDIijt = β0 +γ1InstDistijt−1 +γ2Di> j * InstDistijt−1 +βi lnGravityijt−1 +εijt

               

(1)   

where 

Gravityijt = (GDPPCit )
! 1 (GDPPCjt )

! 2 (GDPGit )
! 3 (Popij )

! 4 (Distij )
! 5 (Areai * Areaj )

! 6 e! 7(Langij )

e! 8(Adjij )e! 9 (LandLij )e! 10 (ComColij )e! 11(CurColij )e! 12 (Colonyij )e! 13(ComNatij )e! 14 (Col45ij )e! 15(TaxHeaveni )e! 16 (TaxHeavenj )e! 17(Dijt )" ijt

 

 Here FDIijt is the real net FDI inflows from home country j to host country i at time t. InstDistijt-1 is 

the level of institutional distance (or development gap) between host country i and home country j at time t-1 

(the higher it is the bigger is the distance); Di>j is a dummy variable set equal to 1 if the institutional 

development of host country i is greater than home country j at time t-1. We lagged time variant economic 

variables by one period, to reduce the risk of reverse causality. 

In equation (1), γ1 and γ2 are the key parameters of interest to determine whether institutional 

differences have any effect on FDI flows, and whether the effect is asymmetric. The coefficient on the 

interaction term (γ2) allows us to test if the effect of institutional distance is uni-directional or bi-directional, 

depending on the level of institutional development of home and host countries. That is whether institutional 

distance has the same effect on an investor moving from a country with weak (strong) institutions to another 

with strong (weak) institutions. 8 Gravity is the standard control variables employed in Gravity approach to 

international capital flows and includes the following: Economic size, market potential and labor market size 

are proxied by: (log) real per capita GDPs of country i and j (GDPPCi and GDPPCj), real GDP growth (GDP 
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Growth) of country i, the (log) area of country i and j (Areap, in square km.), and the total population of 

country i and j. Investment costs including transaction and information costs are captured by: the (log) (km) 

distance between the i and j (Distance); a binary dummy variable equal to 1 if i and j share a common language, 

and 0 otherwise (Language); a binary variable equal to 1 if i and j share a common border, and 0 otherwise 

(Adj);   the number of landlocked countries in the country pair (0, 1, 2) (Land locked). The past economic and 

political connections are captured by binary colonial past variables equaling 1 if i and j had: a common 

colonizer after 1945 (ComCol); are in a colonial relationship (CurCol); have ever had a colonial link (Colony); 

have had a colonial relationship after 1945 (Col45). To the same end we also include a binary variable if i and j 

were ever the same country (ComNat) (as such they may capture part of the familiarity effect from the InstDist 

variable and cause a downward bias). We also control for tax heaven countries to avoid any possible bias 

stemming from inflows/outflows to and from these countries (Tax Heaveni and Tax Heavenj).  

Dijt is a set of country and year fixed effects, which help control for country specific effects (such as 

unobserved country and country-pair characteristics including differences in the measurement of FDI flows 

or time-invariant cultural traits9) as well as global shocks to FDI flows (that affect all countries symmetrically). 

ε represents the normally distributed error term capturing omitted other influences on FDI. In the 

benchmark model (using a panel structured as country-pair and time) we estimate the gravity equation using 

the OLS with country-pair robust standard errors and year fixed effects.  For sensitivity analysis we also 

include a vector of country pair fixed effects to control for any unobserved heterogeneity in FDI flows across 

countries as well as home and host country fixed effects to control for all other unaccounted time-invariant 

country characteristics. 

The question on the multilateral price terms remains to be discussed. The traditional gravity 

estimation of equation (1) may be mis-specified as it omits multilateral resistance (MR) terms causing biased 

coefficient estimates. As discussed in detail by Anderson and van Wincoop (2003), bilateral economic 

exchange between country i and j is affected by multilateral resistance from other trade partners and therefore 

a theoretically consistent gravity model should take into account multilateral resistance terms. We adopt the 

Baier and Bergstrand (2009) method to deal with the MR terms using a log-linear first-order Taylor series 
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approximation of the MR terms of the Anderson and van Wincoop (2003). Given its accuracy and 

computational easiness as well as its ability to allow the estimation of country-time specific effects, this 

method has been employed frequently in recent literature (Baier and Bergstrand, 2009; Egger and Nelson, 

2011).10 To carry out the Baier-Bergstrand approximation, we modify equation (1) as follows:  

FDIijt = β0 +γ1InstDistijt! 1+γ2Di> j * InstDistijt! 1+βi lnGravityijt! 1+ ρi lnMRTermsij! 1+εijt       (2)   

Where MRTerms refers to:  

(MRDistij )
! 1 (MR(Areai *Areaj ))

! 2 e! 3 (MRLangij )e! 4 (MRAdjij )e! 5 (MRLandLij )

e! 6 (MRComColij )e! 7 (MRCurColij )e! 8 (MRColonyij )e! 9 (MRCol45ij )e! 10 (MRComNatij )
 

Here, the MR terms are calculated as, for example:  

!"#$%&'( !" =
1
𝑁

!"#$%&!"

!

! ! !

! !
!

!
) 𝑙𝑛𝐷𝑖𝑠𝑡!" − (

1
𝑁!) 𝑙𝑛𝐷𝑖𝑠𝑡!"

!

!! !

!

!!!

!

!!!

 

That is, the first (second) term is the mean distance of country i (j) from its trading partners, and the 

third term is a constant.   

Next, in equation (3) we move to identify any asymetries in the effect of institutional distance 

between two countries conditional on their economic development levels along four dimensions that are 

South – South, South – North, North – North, and North – South.  

FDIijt = ! 0 +"1InstDistijt−1 +#1Si * InstDistijt−1 +#2Sj * InstDistijt−1 +#3Si * Sj * InstDistijt−1

+! i lnGravityijt−1 +$i lnMRTermsij +%ijt
              

(3)   

Where Si (Sj) is equal to one if the host (home) country is a developing country, and zero otherwise. 

In equation (3) we test whether institutional differences have the same effect on FDI flows if both countries 

are developed (developing) or if one is developed and the other one is not. The effects of InstDist on North – 

North and South – South flows are captured by γ1 and γ1+ϕ1+ ϕ2+ ϕ3, respectively while North –South and 

South – North flows are captured by γ1+ϕ1 and γ1+ϕ2. The idea here is that institutional development gap 

between two developing countries (i.e. South – South) may not be as much of hindrance for FDI as it is 
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between a developing a developed country (North – South). Furthermore, institutional differences may have 

asymmetric effects on FDI flows between North and South. That is, because of asymmetric entry costs 

involved, investing in a country with better institutions may be easier than investing in a country with weaker 

institutions. In a similar vein to the original sin theory, it is also possible that Northern investors may react 

differently to their institutional distance to a Southern as opposed to another Northern country even if the 

distance involved is the same in both cases.11 On the other hand, it is also possible that institutional 

differences require the same amount of time and financial resources to overcome no matter which direction 

we go. For example, a Brazilian investor, who is used to dealing with a slow functioning bureaucracy, may 

have an equally hard time moving to Sweden as a Swedish investor would have when moving to Brazil. ϕ1, ϕ2 

and ϕ3 test if the home (host) country is a developed (developing) country, do we still observe the same effect 

as in equation (2). If equation (2) is correct, we should observe that institutional differences are especially 

important in North – South direction where the differences are the greatest and the flow goes from a high to 

a low institutionally developed country. By the same token, South – North flows, as well as South – South 

and North – North flows, may remain undeterred from the institutional development gaps. 

3.1 Data 

We carry out our empirical investigation using annual bilateral FDI flows data from the OECD and 

UNCTAD FDI databases as well as from individual country statistical offices for the period of 1990-2009. 

We have merged the data from these three different sources using the following procedure. For FDI inflows 

and outflows to and from OECD members, we used the OECD dataset. For FDI flows to and from non-

OECD member developing countries, we used the UNCTAD data, and when unavailable, the individual 

country data.12 Here we make two assumptions: i) we assume that developed countries have a better quality 

data generating process than developing countries. That is why we prefer OECD data first, whenever 

possible. And ii) host country data are preferred to home country data assuming that timing and recording 

inconsistencies are lower for the recipient countries. Data availability was the main constraint in our sample 

and time period selection.13 In the final dataset, we dropped those country pairs that had no data. 
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The standard gravity variables are from CEPII, CIA’s World Factbook, and Rose (2004). The 

population and GDP data are from WDI and, when missing, from IFS, Penn World Table (PWT 6.3), and 

United Nations statistics. In our investigation the North and South refer to developed and developing 

countries based on UNCTAD and WTO classifications. The North includes Australia, Austria, Belgium, 

Canada, Switzerland, Cyprus, Germany, Denmark, Spain, Finland, France, Greece, Hong Kong, Ireland, 

Iceland, Israel, Italy, Japan, Luxemburg, Netherlands, Norway, New Zealand, Portugal, Sweden, UK, and 

USA. The South includes the rest of the world (the full list of sample countries is in the appendix). The 

income and regional classifications are from the World Bank. The trade data are from IMF’s Direction of 

Trade Statistics database. The list of tax heaven countries is from Dharmapala and Hines (2009).  

The measurement of institutional quality is no easy task. Acemoglu et al. (2001), among others, 

argued that institutional development encompasses overlapping economic and political institutions including 

the degree of development of government bureaucracy, level of corruption, law and order, property rights, 

civil institutions and democracy, etc. All these aspects of institutional development are arguably highly 

correlated with each other. In addition, there are other factors that may affect foreign investors’ decision to 

invest in a country including the security situation and the presence of internal/external conflicts. The most 

comprehensive dataset that addresses all these aspects of institutional development for a majority of countries 

and for the longest time period is the one provided by the Political Risk Services named International 

Country Risk Guide (ICRG). The ICRG measures institutional development using a composite index 

including: government stability, socioeconomic conditions, investment profile, internal conflict, external 

conflict, corruption, military in politics, religion in politics, law and order, ethnic tensions, democratic 

accountability, and bureaucracy quality. It ranges between 0 and 100, the latter reflecting the best institutional 

environment and least riskiness. Compared to other institutional quality measures, the ICRG rating has 

several advantages; first, it exhibits ample within country variation, enabling us to explore our research 

question. Second, it is reported since 1984 for a majority of countries, making it possible to utilize as many 

countries as possible within the FDI dataset. To measure institutional development distance we use the 

Kogut and Singh's (1988) method:  
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!!!               (4) 

where d indicates the dimensions of the ICRG index; V d indicates the variance of the dth dimension; Instdit and 

Instdit and Instdjt refer to the institutional quality index of order d for country i and j at time t.   

The final FDI dataset for which we have a full set of corresponding control variables is a panel of 

37,910 country-year observations from 3,210 country pairs including 134 home and host countries. On 

average they account for 78% of all global FDI inflows, 54% of inflows to developing, and 95% of inflows to 

developed countries during the period analyzed. Overall the South accounts for 55% and 42% of all FDI 

inflow and outflow observations, respectively.  Thus, to the best of our knowledge, this is the most 

comprehensive bilateral FDI dataset employed in the literature. In terms of dollar figures, the average level of 

FDI flows is the lowest in South – North ($30.4 million) and South – South ($36 million) directions and, as 

expected, the highest in North – North ($1.1 billion) and North – South ($190 million) directions.  

Furthermore, the largest flows take place among high-income OECD countries, while the second largest 

flows occurs between high-income OECD and middle-income countries (Table 1). Looking at low-income 

host countries, the biggest investor group appears to be the high-income OECD countries. In contrast, 

middle-income countries do not have much investment in low-income countries. Overall, the data suggests 

that most of the South – South flows are clustered between upper-middle income countries with little action 

taking place with respect to low-income or lower middle-income countries.14 Furthermore, we observe a high 

degree of regionalization in FDI flows, with the exception of MENA region where it remains exceptionally 

low. Confirming aggregate trends in global FDI flows, there exists a high level of clustering between and 

within North America and Europe. Similarly, Asia stands out as a major hub for FDI inflows and outflows.  

<Insert Table 1 Here> 

Turning to the link between institutional differences and FDI flows, there exists a negative and 

significant correlation between the two with simple correlation coefficients being -0.07*** for the full sample, 

and -0.05***, -0.02*, -0.06***, -0.03*** for the South – South, South – North, North – South and North – 

North flows, respectively.  In terms of the incidence of bilateral flows while only 29% South – South flows 

are directed to countries with an institutional distance exceeding the sample mean, 47% of all South – South 
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flows go to countries with a weaker institutional development than at home. In terms of the dollar value of 

these investments, while Northern investors put only 9% of their portfolio in countries with an institutional 

distance greater than the mean, the same figure is 34% for Southern investors. Furthermore, 79% of all South 

– South flows, in terms of their dollar value, go to countries with weaker institutional development. Figure 1 

displays the evolution of FDI flows in all four directions with a high level of correlation among them. 

Likewise, Figure 2 presents the development of institutional differences in all four directions. As expected, 

the differences are the lowest among developed country pairs and the highest between developing and 

developed countries. The average institutional development gap is 0.8 in North – North direction as opposed 

to 2.6 in North – South, 2.4 in South – North and 1.7 in South – North directions. In the regression analysis, 

to limit the effect of outliers, we have excluded those FDI observations below and above the 1st and 99th 

percentiles, causing 2% of observations to be lost. Table 2 provides the summary statistics for the variables 

used in the empirical analysis, which is presented in the next section.  

<Insert Figures 1 & 2 Here> 

4. EMPIRICAL RESULTS 

Table 3 presents regression results from Eq. (2) (with robust standard errors clustered by country pair). 

Column (1) shows the OLS results without controlling for any differential effects of institutional differences 

between home and host countries. Column (2) introduces the interaction variable for countries where the 

average institutional development in host country (i) is greater than in home country (j). Column (3), which is 

our benchmark model, includes year fixed effects that control for any global shocks to FDI flows. Column (4) 

addresses any omitted time-invariant home and host country fixed effects (which causes the MR terms to 

drop) (Anderson and van Wincoop, 2003). In column (5) we experiment with a log-log transformation based 

on Yeyati et al. (2003) and convert the dependent variable, which is in levels, to logarithms using the 

following method: log(FDI) = sign (FDI) x log(1+|FDI|). In column (6) we test the presence of any possible 

bias created by a large number of missing and zero observations as we are not certain whether missing 

observations simply mean missing or zero. To address this issue, as in Glick and Taylor (2010), we input 
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zeros for all missing data and re-estimate the benchmark regression. Table 3 also presents results for the 

traditional gravity effects (fixed effect and MRTerms coefficient estimates are omitted for brevity).  

<Insert Table 3 Here > 

The results from column (1) suggest that institutional distance significantly reduces FDI flows from 

country j to country i. In columns (2) – (6) we confirm this result but also show that the effect is dependent 

on the direction of investment flows. Particularly, we find that institutional differences are significantly less 

important, if any at all, when investment flows are from an institutionally less developed country to a more 

developed country, suggesting an asymmetric behavior. In those cases, InstDist loses 43% – 68% of its 

previous effect and indeed becomes insignificant in columns (2), (3) and (6), as shown by its net effect. That is 

to say when host country institutions are superior to those of home countries, foreign investors are not 

deterred by institutional differences, but not the other way around. This is indeed a novel finding that has not 

been studied in previous works cited in section two. As discussed previously, some theoretical explanations 

for this behavior include heterogeneous and asymmetric adoption and learning costs. It is also possible that 

moving up from the mean to a higher institutionally developed environment involves lover transaction costs 

such as those resulting from corruption or rule of law than the other way around. Looking at the economic 

significance of coefficient estimates, the elasticity analysis suggests that the effect of InstDist variable is indeed 

significant. Accordingly, based on the benchmark results of column (3), a 10% reduction in InstDist leads to a 

2.2% increase in the amount of FDI inflows to country i. The range of elasticity estimates is [-0.22, -1.47] for 

columns (2) – (6). In contrast, once we control for the direction of flows using the interaction variable the 

joint significance and its elasticity diminishes significantly and becomes in the range of [-0.07, -0.60].15 

Turning to the standard gravity variables in columns (1) – (6), all appear with the expected signs at significant 

levels, providing support to our estimation methodology. Countries with higher incomes, larger domestic 

markets, common borders, common official language, common colonial past or linkages attract significantly 

higher bilateral FDI flows. On the other hand, countries, which are distant and had a colonial link after 1945 

receive less foreign investment. Tax heaven countries, as predicted, appear to be a significance source of FDI 

inflows and outflows.  
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In Table 4 we report regression results based on Eq. (3), exploring any asymmetry in FDI flows 

based on the development status of home and host countries, an issue which remains unexplored in previous 

research. It also allows us to test the original sin theory whereby investors’ reaction to institutional distance 

may very well differ based whether or not it is a developing or a developed host country. Based on the 

coefficient estimates in Table 4, we report the total effect of InstDist in each direction of FDI flows in Table 

5. The results suggest that the identity of home and host countries do actually matter even at the same level of 

institutional development gap across countries. Accordingly, we find the following patterns: i) Institutional 

differences between developing countries (i.e. South – South) do not create any significant barrier of entry or 

cause any investment aversion for developing country investors. In fact, the opposite is true supporting the 

comparative advantage hypothesis regarding developing country investors.  ii) The institutional distance 

between developing and developed countries has an asymmetric effect depending on the direction of the 

flows. Accordingly, while institutional differences create a barrier for investors moving in both directions, 

they are much more important, both economically and statistically, in North – South direction than in South 

– North. That is to say institutional distance is less of a problem for developing country investors investing in 

developed countries than the other way around. We should note that this finding reveals a subtler process 

than the one uncovered by Eq. (2) in Table 3, or by the previous work on this topic.  While the results in 

Table 3 suggest an asymmetric effect in moving up or down the institutional gap, here we find that 

developing and developed country investors react differently to their home and host country differences 

independent of the level or direction of the gap (i.e. investing in a lower or higher institutionally developed 

country). iii) Institutional distance is not a significant determinant of FDI flows between two developed 

countries. While this result is expected given that variance within North is significantly lower than within 

South (with the standard deviation of InstDist variable being 0.799 for the former and 1.33 for the latter), it 

still suggests the presence of an original sin problem for developing countries. Other control variables 

appeared with similar coefficient estimates as in Table 3, providing support to our regression estimation. 

<Insert Tables 4 & 5 Here > 
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4.1 The Experience Effect 

Our findings so far suggest that while institutional differences are a major determinant of bilateral FDI flows, 

the direction of flows does indeed matter and play a decisive role determining whether or not such 

differences matter for foreign investors. However, there may be a learning-by-doing process, whereby 

experiences of investors from their past exposures in institutionally different markets may affect their 

investment decisions. If this indeed is the case, then institutional differences are expected to become less 

important as investors gain operational familiarity in countries with diverse institutions. As a result, the FDI 

effect of institutional differences, particularly in North – South and South – North directions, may diminish. 

This is another major shortcoming of previous work on the topic that remains to be tested. To examine this 

hypothesis we develop two tests. First, we control for the existing trade linkages through which investors can 

gain experience and know-how from trade related knowledge diffusion on host country institutions. Second, 

we directly control for the experience levels of foreign investors in institutionally different environments.  

Existing trade linkages are expected to influence the pattern of FDI flows across countries. In fact, it 

is possible that under certain conditions FDI and trade flows may even work as substitutes (Goldberg and 

Kolstad, 1995). However, in terms of their timing it is more likely that trade flows would precede FDI flows 

because of the irreversibility problem of the latter.  Through establishing trade relations investors gain 

significant know-how and experience on the tangible and intangible (i.e. institutional, operational and 

management) aspects of doing business with their foreign partners. Thus, we repeat regressions from Tables 

3 and 4 by including the total volume of real bilateral trade between home and host countries and report the 

results in Table 6. To avoid the reverse causality and endogeneity problems we use one and two year lagged 

values of the bilateral trade volumes.  For space considerations we only report coefficient estimates for the 

key variables of interest (full results are available from the authors). As can be seen from columns (1) – (4) of 

Table 6, existing trade relations have in fact significant predictive power for FDI flows between countries. 

However, the results from columns (1) – (2) still confirm those from Table 3 and suggest that institutional 

differences are a significant source of FDI aversion yet only when the flow is from a strong to a weak 

institutional environment (the net effect becomes insignificant when the flow is from low to high 
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development). In columns (3) – (4) we look at the North – South dimension of the problem and find similar 

results to those from Table 4. The findings suggest that institutional differences discourage FDI flows but 

mostly in North – South direction, and to a lesser extent in South – North direction. Overall it appears that 

investing in a country with better institutions is much easier, even though still difficult, than the other way 

around. South – South flows, on the other hand, appears to be benefitting from institutional heterogeneity 

across developing countries. FDI flows between developed countries, however, are found to be unresponsive 

to institutional differences, possibly because of relative homogeneity among the Northern countries.  

<Insert Table 6 Here > 

Next, to control for the experience levels of foreign investors, we create a count variable measuring 

the number of times country j has invested in a country, other than the current one, with an institutional 

distance exceeding the sample mean. The average of the whole sample for this variable is 21 with a maximum 

of 111 and a minimum of 0 times. The idea is that there might be a learning-by-doing process whereby 

investors gain experience by investing in a country with a different institutional development level than their 

own. However, it is also possible that past experiences may not matter if the host country in question is a 

developing country. As Tolstoy noted more than a century ago in Anna Karenina, “all happy families are 

alike; each unhappy family is unhappy in its own way.” That is developing countries are all different and 

having experience in one does not automatically grant expertise in another.  

Furthermore, it is also possible that what matters is not the experience itself in institutionally distant 

countries but experience in countries that are distant from one’s own both economically and institutionally. 

That is the experiences of a Northern investor in an institutionally distant Northern country may not be 

much of help for her/his investment decisions in a Southern country, and vice versa. To test this, we adjust 

our Experience variable above by clustering it in South – South, South – North, North – South, and North – 

North directions. That is it measures the number of times investor j has invested in a country with an 

institutional distance of more than the mean in each of these clusters. Table 7 presents regression results for 

our key variables of interest including the joint effect of InstDist on FDI flows. To identify the effect of 
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Experience we run separate regressions for South – South, South – North, North – South, and North – North 

flows in columns (2) – (5). 

<Insert Table 7 Here > 

Looking at the results in column (1) for the full sample, we find that institutional distance matters 

and that previous experience with institutionally different countries has a positive effect on future FDI 

decisions. However, we find that being experienced does actually aggravate the negative effect of institutional 

distance, perhaps thanks to investors becoming more risk averse about the effects of such differences. Next, 

we break the FDI flows into four directions and find that the effect of experience variable disappears in all 

but one direction that is North – North flows where it remains positive and significant. The interaction term 

also becomes insignificant in South – South and North – South directions suggesting that having invested in 

institutionally different countries does not change the FDI effect of institutional distance in these directions. 

The exceptions are South – North and North – North flows where the interaction term is found to be 

negative and positive, respectively. In South – North direction past experiences in institutionally different 

countries appears to discourage further Southern investments in the North. In contrast, we find the opposite 

result in North – North direction. Looking at the net effect (at the mean level of experience), we find that 

institutional differences create a major barrier for FDI flows but only in North – South direction.16  

4.2 Robustness Analysis  

In this section, we explore the robustness of our findings to the time period, sample selection, and estimation 

methodology. Table 8 presents the sensitivity tests for the time period. Compared to other directions, the data 

on South – South FDI flows have disproportionally higher missing observations prior to 1992. Therefore we 

replicated the benchmark regression of Table 3 in column (1) of Table 8 for the 1992 – 2009 period when the 

mapping of country-pair representation is significantly better. In column (2) we repeat the same exercise for 

the post-1995 period, which marks the WTO accession of a large number of developing countries that 

affected their openness to trade and finance. After these time period restrictions, we continue to find strong 

support to our earlier findings. First, in columns (1) and (2) institutional differences continue to stand out as a 

significant source of investment aversion. Second, like before, moving to a better institutional environment 
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appears to be easier than the other way around. The interaction variable is positive, and the joint effect of 

institutional differences is significantly lower when moving from lower to higher institutional development.17 

In columns (3) and (4) we replicate Table (4) for the benchmark regression for the post-1991 and post-1995 

periods and find support to our earlier findings. We find that South – South investors react positively to 

institutional differences. In contrast, such differences work as an entry barrier for South – North and North – 

South investors, though significantly more for the latter than the former. North – North flows, on the other 

hand, appear to be indifferent to institutional differences among themselves.   

<Insert Table 8 Here > 

Next, we check the sensitivity of our results to regional differences by excluding one geographical 

region at a time from the sample for home and host countries (based on World Bank definitions). The 

(unreported) results are again very similar. We then test the effect of outliers by repeating the benchmark 

regressions in Tables 3 and 4 by: i) including all observations, and ii) dropping the bottom and top 5% and 

10% of observations. The (unreported) results are again found to be similar to those reported before. Last 

but not least we check the sensitivity of our results to the estimation method, serial correlation problem, 

parameter endogeneity and dynamic effects. To this end, we employ: i) a robust median estimator, ii) a Tobit 

estimator at 0%, 1%, 5%, 10% and 25% censoring; iii) the Weighted Least Squares (using real GDPs as 

weights); iv) the Prais-Winsten and Cochrane-Orcutt method, which uses the GLS method taking into 

account possible autocorrelation; and v) the two-step system GMM dynamic panel data estimator by Arellano 

and Bover (1995) and Blundell and Bond (1998).18 The results are again found to be consistent with our 

earlier findings.  

5. CONCLUSIONS 

The empirical findings in this paper suggest that institutional differences work as a significant entry barrier. 

However, the effect is present only in North – South and South – North directions, and more so for the 

former than the latter.   Moreover, our results suggest that developing country investors do indeed have a 

comparative advantage in operating in other institutionally different or less developed Southern countries, 

which help explain increasing South – South investment linkages. However, we do not detect any evidence 
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that past investment experiences in institutionally different countries or existing trade linkages have any 

soothing effect on the importance of institutional differences or development gaps. It also appears that 

institutional differences have asymmetric effects depending on the direction of flows and the identity of the 

host and home countries. The findings are robust to a rich battery of sensitivity tests including time period, 

regional heterogeneity, sample selection, and estimation methodology.  

 We argue that our findings have significant implications for policy makers in developing countries. 

On the one hand developing country investors appear to enjoy easier access to other developing country 

markets thanks to their less risk averse behavior and comparative advantage in operating in poor institutional 

environments. The large and increasing number of developing country multinationals in conflict zones such 

as Libya, Afghanistan or Iraq may indeed result from such differences between Northern and Southern 

investor. This comparative advantage of Southern investors may also help compensate for the investment and 

trade biases created by former colonial linkages between Northern and Southern. The superior ability of 

developing countries to navigate in unchartered institutional environments can also help compensate the 

disadvantage Southern countries face in attracting global FDI flows. Furthermore, increasing South – South 

investment flows have the potential to help developing countries overcome the vicious cycle between poor 

institutions and economic underdevelopment by allowing them to participate in global production chains 

without first fixing their institutions as a precondition. Increasing competition from Southern investors may 

also diminish the leverage Northern investors enjoy over developing country governments with regard to 

expected institutional and political reforms. However, whether this last point is a positive or negative 

development for the long run institutional development in these countries remains to be seen. After all, the 

sources of institutional change and the quest for best practices are still a source of constant battle in 

economics literature.    
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ENDNOTES 

                                                
1 The figures include Transition economies. 

2 Searched on 09.03.2014. 

3 Darby et al. (2009) provide a simple theoretical model to explain the risk aversion argument.  

4 The growth rates are based on current prices and exclude the U.S.S.R.  

5 Aleksynska and Havrylchyk (2013) use the simple absolute difference in institutional development measure 

rather than the development gap measure we use. We should also note that the current paper was written 

concomitantly with Aleksynska and Havrylchyk (2013) without our knowledge of their work.  

6 We should point out that our measure of FDI is also subject to the criticism that countries define FDI using 

different thresholds (i.e. 10% or else) and classification methods (i.e. the issue of profit repatriations and 

retained earnings). Admittedly, this is a common problem faced by every researcher using FDI flows data. We 

try to control for such differences using fixed effects in the empirical analysis.  

7 Bergstrand and Egger (2007), and Kleinert and Toubal (2010) provide a theoretical extension of the 

standard Gravity model of trade to FDI flows. The theoretical Gravity model is an import demand function 

rather than aggregate trade volumes, which make it easier to apply to financial flows. The same reasoning 

explains why FDI flows, rather than FDI stocks or bilateral FDI volumes are usually used for this type of 

estimation. Furthermore, FDI stocks data suffer from some serious problems including data unavailability, 

and cross country differences in rules applying to depreciation, repatriation, retained earnings, etc. 

8 We should point out that we are using the concept of non-additivity here, which means that the estimated 

effect of InstDist on FDI depends on its direction. Thus, the “asymmetry” lies in the direction of FDI flows 

instead of the level of InstDist, which would be more related to the concept of nonlinearity.  

9 To separately control for the effect of time-invariant cultural differences, we also experimented with the 

Kogut and Singh's (1988) method using the four dimensions of Geert-Hofstede (Hostede et al., 2010) index, 

which is available for a smaller sample of countries (102) and causes 14% of the sample lost. The four time-

invariant dimensions are i) Uncertainty avoidance; ii) Power distance; iii) Individualism-collectivism; iv) 

Masculinity-femininity. As expected, the results were similar to those when included with country fixed 
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effects and Gravity controls (some bilateral Gravity variables drop from the regression because of perfect 

collinearity). 

10 We do not to include country-year dummies to control for multilateral price terms. Given the large number 

of trading partners we have, including time variant country fixed effects would require us to include 2x134x19 

(5,092) dummy variables for it and jt each (in addition to 3,208 country-pair dummies for ij), which would put 

significant pressure on our estimation. More importantly, time-variant fixed effects might be correlated with 

our institutional distance variable. Thus, including country, country-year, or country pair fixed effects would 

absorb all time-variant country effects and also cause significant downward bias in the coefficient estimates. 

The inclusion of thousands of fixed effects, especially in panels with large cross section and short time period 

may also cause inconsistent results, known as the “incidental parameter problem” (Baltagi, 2008). 

11 The literature on the causes of original sin problem remains unsettled. We use the term very loosely here to 

refer to problems Southern countries face in capital markets, which are caused simply by being less 

developed, institutionally and economically.  

12 We should note that the FDI data present several challenges that may bias our results: First, there are 

reporting and measurement differences in data collection, and errors in reporting distort the data. This 

problem is more pronounced in South – South and North – South directions. Second, exchange rate 

fluctuations cause different recordings of the same flows (for a discussion, see UNCTAD, 2011:6).  When 

there was an inconsistence between inflows and outflows, if the home and host countries are both upper 

income OECD members we used the home country data, if the home country is non-upper income OECD 

then host country data are used. 

13 The FDI data are expressed in current US dollars and we employ US WPI from IFS to generate real FDI 

flows. When the data were in a non-us dollar currency, we used the annual average exchange rate from the 

IFS for converting to current dollar values. 

14 While the mean level of FDI flows to the South is the highest from high-income non-OECD home 

countries to lower-middle income countries, these are highly clustered between a few countries and are low in 
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frequency. For example, the removal of China alone from the host countries list reduces the mean value from 

$1.4 billion to $77 million. 

15 The elasticities are calculated at the mean values of InstDist (2.015) and FDI flows (160.705). 

16 We have also experimented with a modified experience variable by limiting the comparison group to within 

four groups. The results again suggest that the joint effect of InstDist variable is negative and significant only 

in North – South direction. 

17 In the following sensitivity tests, for the sake of brevity, the results are reported without estimated gravity 

effects. All regressions are run using the OLS with time fixed effects, and standard errors robust to country 

pair clustering. All unreported regression results are available from authors upon request. 

18 In the GMM estimation we added the lagged dependent variable to the right hand side. The system GMM 

method help control for any possible parameter endogeneity or simultaneity bias. We compute robust two-

step standard errors by the Windmeijer finite-sample correction method. We treated lagged FDI flows, 

institutional similarity and its interaction variable, per capita GDPs, and GDP growth as endogenous in 

instrument selection using lags 2-10.   
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Figure 1: Total bilateral real FDI Inflows 

 

 

 

Notes: South – South and South – North flows are on the right axis.  

Source: Authors’ calculations.  
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Figure 2: Average institutional distance in North – South dimension 

 

 

Notes: Average Institutional development gap based on Kogut and Singh (1988). 

Source: Authors’ calculations.  
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Table 1: Distribution of FDI flows based on income levels 

Host \ Home Country Low 
Income 

Lower 
Middle 
Income 

Upper 
Middle 
Income 

High 
Income 
Non-

OECD 

High 
Income-
OECD 

Low Income Mean 16 7.728 9.703 33.4 21.7 

 
Obs. 10 32 34 24 1,348 

Lower Middle Income Mean 0.263 22.9 21.4 1,420 115 

 
Obs. 20 154 399 278 4,281 

Upper Middle Income Mean 0.086 3.894 27.4 38.8 197 

 
Obs. 75 567 1,270 512 5,740 

High Income Non-OECD Mean -0.624 3.611 8.332 16.1 183 

 
Obs. 35 131 296 181 2,744 

High Income-OECD Mean 4.146 11 24.7 60 911 
  Obs. 706 2,640 4,086 2,111 10,236 

 

Notes: Mean values are in million dollars. Obs refers to number of observations.  
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Table 2: Summary statistics 

Variable Obs Mean Std. Dev Min Max 

FDIij 35,784 160.705 597.914 -747.95 6,275.93 

  South-South 6,730 35 232 -661 5,723 
  South-North 8,431 31 244 -746 5,969 
  North-South 13,342 143 480 -744 5,866 
  North-North 7,281 460 1,045 -748 6,276 

InstDistij 35,784 2.015 1.745 0.009 18.867 

  South-South 6,730 1.66 1.26 0.01 13.42 
  South-North 8,431 2.43 1.83 0.03 18.87 
  North-South 13,342 2.61 1.90 0.09 18.87 
  North-North 7,281 0.77 0.73 0.01 10.12 
Di>j*InstDistij 35,784 0.844 1.465 0 18.867 

ln GDPPCi 35,784 8.839 1.371 4.131 10.944 

ln GDPPCj 35,784 9.222 1.278 4.131 10.944 

ln Populationi 35,784 16.753 1.633 12.461 20.986 

ln Populationj 35,784 16.752 1.656 12.461 20.986 

GDP growthi 35,784 3.767 3.792 -51.031 106.279 

ln Bilateral Tradeij 34,963 6.249 2.298 0 12.836 
Land locked 35,784 0.238 0.456 0 2 
Ln Distance 35,784 8.305 0.997 4.088 9.901 
Ln Areap 35,784 24.669 2.881 13.614 32.723 
Language 35,784 0.108 0.31 0 1 
Adj 35,784 0.047 0.213 0 1 
Colony 35,784 0.059 0.237 0 1 
Comcol 35,784 0.009 0.097 0 1 
Curcol 35,784 0 0.018 0 1 
Col45 35,784 0.031 0.173 0 1 
ComNat 35,784 0.015 0.12 0 1 
Tax heaveni 35,784 0.086 0.28 0 1 

Tax heavenj 35,784 0.127 0.333 0 1 
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Notes: FDI is real FDI inflows in millions USD from country j to country i in 2000 prices. InstDist is the level 

of institutional distance (development gap) between host country i and home country j. Di>j is a dummy 

variable set equal to 1 if the institutional development of host country i is greater than home country j. 

GDPPCi and GDPPCj are the real GDP per capita in country i and j; Populationi and Populationj are total 

populations of country i and j; GDP Growthi is real GDP growth of country i; Land locked is the number of 

landlocked countries (0, 1, or 2), Bilateral Trade is average real bilateral trade in million USD between i and j; 

Dist is the distance between the i and j; Areap is the log products of areas of country i and j; Lang is a binary 

dummy variable equal to 1 if i and j share a common language, and 0 otherwise; Adj is a binary variable equal 

to 1 if i and j share a common border, and 0 otherwise.  ComCol, CurCol, Colony, Col45 each is a binary variable 

equal to 1 if i and j had a common colonizer after 1945, are in a colonial relationship, have ever had a colonial 

link, and have had a colonial relationship after 1945, respectively. ComNat is a binary variable if i and j were 

the same country; Tax Heaveni and Tax Heavenj refer to a binary variable equal to one if i(j) is classified as a tax 

heaven, and zero otherwise. All variables are lagged one period. 
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Table 3: Institutional distance and FDI flows 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

	   (1)	   (2)	   (3)	   (4)	   (5)	   (6)	  

	  
OLS	   OLS	   Year	  fe	  

Year	  and	  
host/home	  fe	   logs	  

No	  
Missing	  

InstDistijt-‐1	   -‐12.73***	   -‐16.82***	   -‐17.72***	   -‐28.50***	   -‐0.731***	   -‐17.72***	  

	  
(2.478)	   (3.389)	   (3.413)	   (4.644)	   (0.0834)	   (3.413)	  

Di>j*InstDistjt-‐1	  
	  

11.38**	   11.22**	   12.49**	   0.434***	   11.22**	  

	   	  
(5.552)	   (5.585)	   (5.790)	   (0.123)	   (5.585)	  

ln	  RGDPPCit-‐1	   82.41***	   79.17***	   76.91***	   141.2***	   -‐0.188	   76.91***	  

	  
(5.918)	   (6.621)	   (6.766)	   (50.36)	   (0.114)	   (6.766)	  

ln	  RGDPPCjt-‐1	   114.6***	   123.3***	   121.0***	   5.941	   1.920***	   121.0***	  

	  
(6.629)	   (7.605)	   (7.647)	   (35.74)	   (0.112)	   (7.647)	  

RGDPGit-‐1	   4.791***	   5.991***	   4.641***	   2.053***	   0.113***	   4.641***	  

	  
(1.122)	   (1.058)	   (1.096)	   (0.764)	   (0.0222)	   (1.096)	  

ln	  Populationit	   73.43***	   73.54***	   73.92***	   -‐218.6***	   1.195***	   73.92***	  

	  
(6.502)	   (6.553)	   (6.546)	   (81.64)	   (0.0834)	   (6.546)	  

ln	  Populationjt	   69.52***	   69.64***	   68.88***	   -‐152.8*	   1.168***	   68.88***	  

	  
(5.726)	   (5.663)	   (5.678)	   (91.02)	   (0.0843)	   (5.678)	  

Land	  lockedij	   61.80	   62.70	   58.80	   228.0	   -‐5.086***	   58.80	  

	  
(73.87)	   (74.23)	   (73.86)	   (246.3)	   (1.576)	   (73.86)	  

ln	  Distance	  	   -‐165.1***	   -‐160.7***	   -‐165.3***	   -‐148.9***	   -‐2.468***	   -‐165.3***	  

	  
(15.91)	   (15.75)	   (15.92)	   (14.48)	   (0.157)	   (15.92)	  

ln	  Areapij	   84.59***	   84.79***	   84.34***	   20.38	   0.682***	   84.34***	  

	  
(12.36)	   (12.31)	   (12.33)	   (26.30)	   (0.189)	   (12.33)	  

Languageij	   108.1**	   110.4**	   108.1**	   143.3***	   2.098***	   108.1**	  

	  
(45.43)	   (45.27)	   (45.43)	   (40.86)	   (0.443)	   (45.43)	  

Adjij	   164.0**	   165.4**	   164.4**	   174.6***	   -‐0.00394	   164.4**	  

	  
(64.51)	   (64.22)	   (64.44)	   (58.78)	   (0.553)	   (64.44)	  

Colonyij	   208.9***	   208.5***	   208.6***	   181.6**	   1.891***	   208.6***	  

	  
(80.56)	   (80.15)	   (80.52)	   (72.73)	   (0.645)	   (80.52)	  

Comcolij	   26.62	   21.35	   28.25	   49.86	   4.430***	   28.25	  

	  
(59.73)	   (60.02)	   (59.90)	   (49.79)	   (1.069)	   (59.90)	  

Curcolij	   -‐94.90*	   -‐66.06	   -‐94.96*	   36.55	   1.629	   -‐94.96*	  

	  
(53.69)	   (53.25)	   (53.62)	   (76.08)	   (2.306)	   (53.62)	  

Col45ij	   -‐332.8***	   -‐334.6***	   -‐332.9***	   -‐277.3***	   0.404	   -‐332.9***	  

	  
(82.64)	   (82.39)	   (82.62)	   (72.26)	   (0.874)	   (82.62)	  

ComNatij	   -‐4.801	   -‐6.027	   -‐4.677	   57.50	   0.965	   -‐4.677	  

	  
(112.4)	   (112.1)	   (112.1)	   (100.4)	   (0.874)	   (112.1)	  

Tax	  Heaveni	   161.5***	   159.6***	   165.0***	  
	  

2.895***	   165.0***	  

	  
(30.87)	   (31.17)	   (31.17)	  

	  
(0.475)	   (31.17)	  

Tax	  Heavenj	   124.3***	   120.2***	   122.3***	   293.0	   2.697***	   122.3***	  

	  
(24.73)	   (24.72)	   (24.69)	   (205.6)	   (0.390)	   (24.69)	  

Constant	   -‐3,771***	   -‐3,769***	   -‐3,788***	   4,645	   -‐43.41***	   -‐3,788***	  

	  	   (252.2)	   (251.1)	   (253.7)	   (3,267)	   (2.690)	   (253.7)	  

Year	  FE	   No	   No	   Yes	   Yes	   Yes	   Yes	  

Host	  FE	   No	   No	   No	   Yes	   No	   No	  

Home	  FE	   No	   No	   No	   Yes	   No	   No	  

MR	  Terms	   Yes	   Yes	   Yes	   Yesa	   Yes	   Yes	  

Net	  Effect	   -‐12.73***	   -‐5.438	   -‐6.496	   -‐16.014***	   -‐0.297***	   -‐6.496	  

Observations	   35,796	   35,784	   35,784	   35,784	   35,784	   35,784	  

R-‐squared	   0.187	   0.183	   0.187	   0.245	   0.088	   0.187	  
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Notes: For variable definitions refer to Table 2. aSix of 10 MR terms drop from regression because of 

collinearity with the country fixed effects.  
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Table 4: Institutional distance and direction of FDI flows  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
(1) (2) (3) (4) (5) 

 OLS Year fe Year, host & 
home fe logs No missing 

InstDistijt-1 11.73 15.30 23.58 -0.280 15.30 

 
(16.92) (17.04) (18.35) (0.246) (17.04) 

Si*InstDistijt-1 -27.26 -32.15* -54.24*** -0.519** -32.15* 

 
(17.28) (17.37) (18.91) (0.252) (17.37) 

Sj*InstDistijt-1 -17.86 -23.06 -34.60* 0.0955 -23.06 
 (16.84) (16.88) (18.75) (0.250) (16.88) 
Si*Sj*InstDistijt-1 61.33*** 63.16*** 127.1*** 1.069*** 63.16*** 
 (17.82) (17.87) (19.96) (0.255) (17.87) 
ln RGDPPCit-1 86.99*** 83.29*** 153.5*** -0.106 83.29*** 

 
(7.079) (7.246) (48.50) (0.123) (7.246) 

ln RGDPPCjt-1 132.2*** 128.4*** -2.339 2.225*** 128.4*** 

 
(8.174) (8.262) (37.54) (0.121) (8.262) 

RGDPGit-1 6.327*** 4.952*** 2.051*** 0.106*** 4.952*** 

 
(1.087) (1.128) (0.742) (0.0227) (1.128) 

ln Populationit 72.92*** 73.27*** -213.9*** 1.201*** 73.27*** 

 
(6.474) (6.476) (80.88) (0.0843) (6.476) 

ln Populationjt 70.56*** 69.91*** -115.4 1.195*** 69.91*** 

 
(5.759) (5.779) (94.72) (0.0846) (5.779) 

Land lockedij 48.41 45.46 158.3 -5.272*** 45.46 

 
(75.08) (74.71) (257.2) (1.582) (74.71) 

ln Distance  -160.3*** -164.3*** -145.0*** -2.398*** -164.3*** 

 
(15.98) (16.14) (14.53) (0.159) (16.14) 

ln Areapij 86.35*** 85.93*** 29.86 0.776*** 85.93*** 

 
(12.52) (12.54) (21.46) (0.190) (12.54) 

Languageij 105.6** 103.2** 135.6*** 1.945*** 103.2** 

 
(45.93) (46.10) (40.98) (0.446) (46.10) 

      
!
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Table 4 (continued): Institutional distance and direction of FDI flows  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: Si (Sj) is equal to one if the host (home) country is a developing country, and zero otherwise. For other 

variables refer to Table 2.  

  

 
(1) (2) (3) (4) (5) 

 OLS Year fe Year, host & 
home fe logs No 

missing 
Adjij 166.2** 165.4** 168.6*** -0.149 165.4** 

 
(64.83) (65.06) (59.06) (0.565) (65.06) 

Colonyij 212.8*** 213.0*** 194.5*** 1.927*** 213.0*** 

 
(80.68) (81.02) (72.14) (0.658) (81.02) 

Comcolij 11.98 17.88 25.47 4.211*** 17.88 

 
(60.48) (60.33) (43.74) (1.100) (60.33) 

Curcolij -79.79 -109.6** 15.31 1.728 -109.6** 

 
(55.17) (55.53) (88.69) (2.196) (55.53) 

Col45ij -328.3*** -327.2*** -266.0*** 0.578 -327.2*** 

 
(83.08) (83.28) (71.70) (0.898) (83.28) 

ComNatij -15.17 -14.91 56.59 1.053 -14.91 

 
(109.1) (109.2) (95.94) (0.885) (109.2) 

Tax Heaveni 155.6*** 160.1***  2.801*** 160.1*** 

 
(31.17) (31.18)  (0.474) (31.18) 

Tax Heavenj 114.7*** 116.9*** 321.8 2.476*** 116.9*** 

 
(24.97) (24.92) (203.6) (0.398) (24.92) 

Constant -3,920*** -3,908*** 3,349 -46.38*** -3,908*** 
  (256.7) (259.4) (3,351) (2.820) (259.4) 
Year FE No Yes Yes Yes Yes 
Host FE No No Yes No No 
Home FE No No Yes No No 
MR Terms Yes Yes Yes Yes Yes 
Observations 34,819 34,819 34,819 34,819 34,819 
R-squared 0.186 0.190 0.254 0.089 0.190 
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Table 5: Coefficient estimates and joint significance of institutional differences in South – South, South – 

North, North – South and North – North directions 

 

 

 

 

 

 

 

Notes: Net coefficient estimates for InstDist from Table 4.  

 

 

 

  

! (1)! (2)! (3)! (4)! (5)!
South.South!!
(!γ1#+ϕ1!+#ϕ2!+#ϕ3)!

27.933***! 23.251***! 61.846***! 0.366***! 23.281***!

South.North!
(!γ1#+#ϕ2)!

.6.127! .7.759*! .11.027**! .0.184*! .7.759*!

North.South!
(!γ1#+ϕ1!)!

.15.529***! .16.845***! .30.668***! .0.799***! .16.845***!

North.North!
(!γ1)!

11.735! 15.301! 23.575! .0.279! 15.301!

!
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Table 6: FDI flows, institutional distance and trade links  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: Trade refers to total volume of bilateral trade between country i and j. For other variables refer to 

Table 2.  

 

 

 

 

 (1) (2) (3) (4) 

     InstDistijt-1 -16.85*** -17.51*** 8.631 8.313 

 
(3.291) (3.356) (16.96) (16.95) 

Di>j*InstDistijt-1 10.62* 10.60*   

 
(5.419) (5.649)   

Ln Tradeijt-1 21.86*** 
 

21.91***  

 
(6.166) 

 
(6.213)  

Ln Tradeijt-2 
 

20.83***  21.45*** 

  
(6.232)  (6.147) 

Si*InstDistijt-1 
  

-23.90 -23.76 

   
(17.31) (17.30) 

Sj*InstDistijt-1 
  

-16.83 -16.61 

   
(16.79) (16.78) 

Si*Sj*InstDistijt-1   57.23*** 57.04*** 
   (17.75) (17.74) 
Time FE Yes Yes Yes Yes 
Home FE No No No No 
Host FE No No No No 
Gravity Yes Yes Yes Yes 
MR terms Yes Yes Yes Yes 
Net Effect -6.223 -6.906   
       South ÐSouth   25.120*** 24.981*** 
       South Ð North   -8.202* -8.301* 
       North Ð South   -15.273*** -15.447*** 
       North Ð North   8.631 8.313 
Observations 34,963 33,940 34,030 33,952 
R-squared 0.189 0.190 0.192 0.192 
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Table 7: FDI, institutional distance and experience effect 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: Experience refers to the number of times country j has invested in a country, other than the current 

one, with an institutional distance exceeding the sample mean. 

 

 

 

 

 

 

 

 

 

 

 

! (1)! (2)! (3)! (4)! (5)!

!
Full!sample!

South!–!
South!

South!–!
North!

North!–!
South!

North!–!
North!

InstDistijt(1! 812.18***! 0.252! 80.794! 810.99***! 844.57*!

!
(2.713)! (3.384)! (1.764)! (3.507)! (25.67)!

Experiencejt(1! 2.549***! 80.855! 2.571! 0.319! 3.020***!

!
(0.372)! (1.513)! (1.578)! (0.326)! (1.075)!

InstDistijt(1*Experiencejt(1! 80.523***! 80.366! 80.519*! 0.001! 3.758**!

!
(0.082)! (0.317)! (0.307)! (0.057)! (1.524)!

Time!FE! Yes! Yes! Yes! Yes! Yes!
Home!FE! No! No! No! No! No!
Host!FE! No! No! No! No! No!
Gravity! Yes! Yes! Yes! Yes! Yes!
MR!terms! Yes! Yes! Yes! Yes! Yes!
Net2Effect2 822.549***! 81.725! 83.165! 810.940***! 29.239!
Observations! 35,796! 6,732! 8,432! 13,344! 7,288!
R8squared! 0.192! 0.192! 0.055! 0.187! 0.270!
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Table 8: Sensitivity to time period 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Notes: Post-1991 and Post-1995 refer to regressions results with sample periods restricted to years after 1991 

and 1995.  

  

 (1) (2) (3) (4) 

 
Post-1991 Post-1995 Post-1991 Post-1995 

InstDistijt-1 -18.80*** -25.04*** 15.30 19.97 

 
(3.477) (3.814) (17.04) (19.47) 

Di>j*InstDistijt-1 11.65** 12.53**   

 
(5.801) (6.252)   

Si*InstDistijt-1   -32.15* -41.65** 

 
  (17.37) (19.76) 

Sj*InstDistijt-1   -23.06 -34.92* 

 
  (16.88) (19.23) 

Si*Sj*InstDistijt-1   63.16*** 74.62*** 
   (17.87) (20.20) 
Time FE Yes Yes Yes Yes 
Home FE No No No No 
Host FE No No No No 
Gravity Yes Yes Yes Yes 
MR terms Yes Yes Yes Yes 
Net Effect -7.153* -12.508***   
      South Ð South   23.251*** 18.017*** 
      South Ð North   -7.759* -14.954*** 
      North Ð South   -16.845*** -21.688*** 
      North Ð North   15.301 19.965 
Observations 34,937 29,972 34,819 29,892 
R-squared 0.187 0.188 0.190 0.190 
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Online Appendix 

Table A1: Number of observations per host country 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Albania 109 Ecuador 212 Kuwait 60 Portugal 843 
Algeria 129 Egypt, Arab Rep. 271 Latvia 369 Qatar 90 
Angola 77 El Salvador 90 Lebanon 90 Romania 322 
Argentina 319 Estonia 671 Liberia 101 Russian Federation 363 
Armenia 54 Ethiopia 62 Libya 62 Saudi Arabia 145 
Australia 419 Finland 497 Lithuania 384 Senegal 77 
Austria 518 France 1,676 Luxembourg 851 Sierra Leone 30 
Azerbaijan 88 Gabon 73 Madagascar 40 Singapore 345 
Bahamas, The 92 Gambia, The 31 Malawi 49 Slovak Republic 279 
Bahrain 91 Germany 1,784 Malaysia 291 Slovenia 184 
Bangladesh 97 Ghana 91 Mali 38 South Africa 320 
Belarus 94 Greece 461 Malta 156 Spain 774 
Belgium 377 Guatemala 70 Mexico 1,026 Sri Lanka 109 
Bolivia 156 Guinea 25 Moldova 61 Sudan 65 
Botswana 54 Guinea-Bissau 31 Mongolia 115 Suriname 25 
Brazil 452 Guyana 26 Morocco 289 Sweden 819 
Brunei Darussalam 115 Haiti 17 Mozambique 83 Switzerland 256 
Bulgaria 975 Honduras 48 Myanmar 109 Syrian Arab Republic 57 
Burkina Faso 20 Hong Kong 353 Namibia 54 Tanzania 69 
Cameroon 74 Hungary 580 Netherlands 1,104 Thailand 795 
Canada 426 Iceland 290 New Zealand 404 Togo 47 
Chile 448 India 340 Nicaragua 59 Trinidad and Tobago 71 
China 470 Indonesia 280 Niger 25 Tunisia 99 
Colombia 403 Iran, Islamic Rep. 165 Nigeria 120 Turkey 538 
Congo, Rep. 57 Iraq 25 Norway 213 Uganda 99 
Costa Rica 189 Ireland 483 Oman 81 Ukraine 230 
Cote d'Ivoire 98 Italy 988 Pakistan 101 United Kingdom 628 
Croatia 265 Jamaica 72 Panama 167 United States 1,132 
Cuba 43 Japan 526 Papua New Guinea 56 Uruguay 136 
Cyprus 192 Jordan 77 Paraguay 181 Venezuela, RB 228 
Czech Republic 571 Kazakhstan 140 Peru 236 Vietnam 114 
Denmark 939 Kenya 92 Philippines 285 Yemen, Rep. 70 
Dominican Republic 166 Korea, Rep. 1,010 Poland 739 Zambia 49 

      
Zimbabwe 66 
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Table A2: Number of observations per home country 
 
 

 
 

 

 

 

 

 

 

Albania 78 Ecuador 101 Kuwait 110 Portugal 641 
Algeria 76 Egypt, Arab Rep. 226 Latvia 244 Qatar 66 
Angola 38 El Salvador 53 Lebanon 139 Romania 276 
Argentina 371 Estonia 190 Liberia 125 Russian Federation 367 
Armenia 54 Ethiopia 8 Libya 97 Saudi Arabia 196 
Australia 554 Finland 733 Lithuania 176 Senegal 42 
Austria 882 France 1,756 Luxembourg 960 Sierra Leone 8 
Azerbaijan 49 Gabon 63 Madagascar 37 Singapore 447 
Bahamas, The 217 Germany 2,076 Malawi 16 Slovak Republic 261 
Bahrain 101 Ghana 67 Malaysia 430 Slovenia 262 
Bangladesh 73 Greece 511 Mali 25 South Africa 314 
Belarus 110 Guatemala 54 Malta 184 Spain 826 
Belgium 539 Guinea 21 Mexico 269 Sri Lanka 41 
Bolivia 69 Guinea-Bissau 14 Moldova 26 Sudan 19 
Botswana 8 Guyana 7 Mongolia 25 Suriname 17 
Brazil 394 Haiti 10 Morocco 175 Sweden 1,087 
Brunei Darussalam 52 Honduras 27 Mozambique 14 Switzerland 1,079 
Bulgaria 291 Hong Kong  463 Myanmar 39 Syrian Arab Republic 67 
Burkina Faso 20 Hungary 514 Namibia 32 Tanzania 18 
Cameroon 64 Iceland 386 Netherlands 1,512 Thailand 260 
Canada 562 India 340 New Zealand 403 Togo 23 
Chile 267 Indonesia 273 Nicaragua 30 Trinidad and Tobago 48 
China 441 Iran, Islamic Rep. 234 Niger 24 Tunisia 96 
Colombia 243 Iraq 27 Nigeria 111 Turkey 421 
Congo, Rep. 30 Ireland 471 Norway 450 Uganda 26 
Costa Rica 120 Israel 284 Oman 55 Ukraine 223 
Cote d'Ivoire 42 Italy 1,119 Pakistan 114 United Kingdom 1,197 
Croatia 141 Jamaica 61 Panama 309 United States 1,455 
Cuba 44 Japan 981 Papua New Guinea 32 Uruguay 216 
Cyprus 214 Jordan 97 Paraguay 53 Venezuela, RB 281 
Czech Republic 449 Kazakhstan 129 Peru 135 Vietnam 122 
Denmark 970 Kenya 81 Philippines 265 Yemen, Rep. 19 
Dominican Republic 63 Korea, Rep. 852 Poland 570 Zambia 19 

      
Zimbabwe 37 

	  


